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1. Introduction 
 
The test plan described here has been developed to test and validate the 2-D/3-D visual target 
tracking technology. This technology is needed during the target approach for single-sol 
instrument placement, where an initial target selected by scientists could be 10 m away from the 
rover. More details can be found in Related Documents on page 1. 
 
The test plan encompasses the following areas. 

− Total station metrology 
− Mast pan/tilt positioning 
− Mast and body camera calibration 
− Mast calibration 
− Purely geometric camera handoff with 2D refinement 
− Target tracking along a straight approach path on flat surface 
− Target tracking along a straight approach path on surface with small rocks 
− Target tracking along a winding approach path on surface with large rocks 
− Target tracking using MER images 

  
This test plan leads to the experimental test and validation of the 2D/3D visual target tracking 
technology, which will produce the tracking reliability and error budget model furnished with 
experimentally validated numbers. The generated error budget model will help MSL to decide if 
this technology will be captured for by the project, and in that case, provide a set of metrics for 
potential use during flight operations. Moreover, it will also help technology providers with 
insight for improvements. 
 
2. An Overview of the Target Approach System 
 
This section is mostly an exact copy of the Section 2 of the 2-D Target Tracking Technology 
Validation Report (Kim, Steinke, and Steele, JPL D-28523, April 2004). In this overview we first 
present theoretical limits of the target approach accuracy and an overall functional diagram of the 
target approach system. Thereafter, we establish a tracking reliability and error budget model of 
each software component with very rough hypothetical numbers. Actual validation tests will 
furnish real experimental numbers in component level to the established error budget model. Had 
we chosen a single black-box evaluation approach for the entire system, it would simply produce 
some final performance numbers that would not provide much technical insight for 
improvements. The reliability and error budget model with experimentally validated numbers will 
tell what component causes trouble under what conditions, which should help technology 
providers with insight for improvements. 
 
2.1 Theoretical Computations of Target Approach Accuracy 
 
First we performed theoretical computations of the target approach accuracy with and without a 
visual target tracker. If no target tracker is used, two main factors contributing to the target 
positioning error are the stereo range “sensing” error and the rover pose estimation error. The 
stereo range error ∆R is computed by 

d
Bf

RR
p

∆=∆
2

 , 
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where B is the stereo baseline, R is the range, ∆d is stereo disparity error, and fp is the camera’s 
focal length in pixels. The camera’s focal length f can be converted from mm to pixels by  
 

sizepixel
ff p =  . 

In our calculations, let us assume that we use Point Grey Research’s Dragonfly high-resolution 
digital cameras equipped with the Sony ICX204AL 1/3-inch CCD image sensor of 1024×768 
pixels resolution. Since the image size of the 1/3-inch format CCD is approximately 4.8 mm × 3.6 
mm, we can estimate the pixel size by dividing the horizontal CCD size (4.8 mm) by the 
horizontal image resolution (1024 pixels), resulting in 4.69 µm. According to the manufacture’s 
specification which is more accurate than the above estimate, its pixel size is 4.65 µm × 4.65 µm. 
Thus, in computing the stereo range error for Table 1, we use the focal length conversion from 
mm to pixels by fp = f / 0.00465. Further, the stereo disparity error ∆d is assumed to be 1 pixel for 
the 3σ stereo range error. More details can be found in the Camera Calibration and Stereo Vision 
Technology Validation Report (Kim, Steinke, Steele, Ansar, JPL D-27015, Jan. 2003]. 
 
Using these equations and an example imaging range of 10 m, stereo range errors for different 
cameras at 10-m distance are computed and listed in the fourth column of Table 1. The stereo 
range error ∆Rstereo,10m at a 10-m distance is 9.7 cm for 16-mm Pancam and 202.2 cm for 2.3-mm 
Hazcam. If no visual target tracking is used, the target positioning error after 10-m travel to the 
target is root-sum-square (RSS) of the stereo range “sensing” error at 10 m and the rover 
navigation estimation error for 10 m travel.  

2
10,

2
10,10,_ mnavmstereomtrackingno RRR ∆+∆=∆ . 

If we assume the rover navigation error based on the wheel and visual odometers is roughly 2% 
of the rover travel distance, the navigation error ∆Rnav,10m for 10 m travel is 20 cm. The 
computation results are listed in the fifth column of Table 1. The target positioning errors without 
visual tracking are all more than 20 cm. 
 
 
 

Focal length  
(1/3” CCD 

camera) 

Field of 
view 

angles 

Stereo 
baseline 

Stereo 
range error 

(3σ) 
at 10 m 
distance 

Target 
approach error 
(3σ) with 2% 

navigation 
error 

Target approach 
error (3σ) with 

ideal visual 
tracking and 

camera handoff 
Pancam, 16 mm 17° × 13° 30 cm 9.7 cm 22.2 cm 1.5 cm 
Navcam, 6 mm 49° × 37° 20 cm 38.8 cm 43.7 cm 3.9 cm 

Hazcam, 2.3 mm 113° × 86° 10 cm 202.2 cm 203.2 cm 10.1 cm 
Table 1. Target approach error with and without visual target tracker for different camera lenses. 
All cameras are assumed to have high-resolution 1024×768 pixels. For the actual Rocky8 Rover, 
Pancam and Navcam are 1024×768 pixels, while Hazcam is at present 640×480 pixels. Further, 
the actual Hazcam stereo baseline is 8.3 cm, not 10 cm. 
 
 
 
When a visual target tracker is employed, the target positioning error can be greatly reduced. 
Assuming the stereo-based manipulation is performed at 1-m distance, the positioning error of the 
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target which is being tracked over camera images is approximately determined by the stereo 
range error at 1 m distance. Since a 1-pixel (±0.5-pixel) image expands to a 10-pixel (±5-pixel) 
image as the camera approaches the target from 10 m away to 1 m away, a 1-pixel target position 
accuracy at 10 m away can yield a ±5-pixel accuracy in 1 m away. Since the target position 
cannot estimated more accurately than ±5 pixels at 1 m distance, the 3σ error stereo disparity 
error ∆d = 5 pixels at 1 m distance if there was no camera handoff. However, assuming stereo-
based manipulation uses Hazcam (2.3 mm), camera handoff from Pancam (16 mm) or Navcam  
(6 mm or 4 mm) to Hazcam (2.3 mm) is generally required. When the camera focal length is 
reduced from fs1 to fs2, the corresponding stereo disparity error is also reduced by a factor of 
fs2/fs1. Therefore, the stereo range error is given by 

2 2
2

2 2 1 1 2

( )s

s s s

fR RR d d
f B f f B

∆ = ∆ = ∆ , 

where fs1 is the focal length of the initial camera used at 10 m away, B2 is the baseline of the final 
camera after handoff, and ∆d = 5 pixels for 3σ error value. This formula provides the theoretical 
target approach positioning error assuming ideal visual tracking with perfect camera handoff. The 
results are shown in sixth column of Table 1. The theoretical 3-σ error of the target positioning is 
1.5 cm with ideal visual tracking starting with Pancam and handing off to Navcam and then 
finally to Hazcam. 
 
 
2.2 Target Approach System with 2-D/3-D Tracker and Camera View Handoff 
 
A functional diagram of the target approach system consisting of the 2-D/3-D tracking and 
camera handoff software is shown in Figure 1. The 2-D tracking module is a feature image 
matcher, and does not require stereo camera views. The 2-D/3-D tracker is essentially the 2-D 
tracker with active camera control using stereo camera views. Active camera control points the 
camera to the target each time when the rover moves to a new position, so that the target is 
positioned at the center in subsequent camera images. Active camera control prevents the target 
from moving out of the camera view, and greatly reduces the search area for the 2-D tracker 
feature image matching. Pointing the camera to the target requires the knowledge of the target 
position in 3-D space relative to the rover position. The rover pose estimator such as the visual 
odometer provides the rover pose estimate, while the triangulation of the target image points in 
stereo camera views provides the target position estimate in 3-D space. 
 

2D/3D Tracking

Rover Pose 2D TrackingEstimator 
Arm’s(Visual 

 
 
Figure 1.  Target approach system with 2-D/3-D tracking and camera view handoff

Rover 
Navigator 
 

Odometer) Active 
Camera
Control

Pure 
Translation
Matching 

Affine 
Matching 
 

reach 

Target 
Position 
(Stereo 
Vision) 

Optional
Camera 
View 
Handoff
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2.3 Hypothetical Calculations of the Tracking Reliability and Error Budget Model 
 
For the given target approach system in Figure 1, we established a component-level tracking 
reliability and error budget model and made an attempt to hypothetically calculate the overall 
target tracking percentage and placement error of the system. Table 2 depicts the system 
component and its associated errors affecting the tracking performance. As the rover navigator 
moves the rover, the resulting camera motion changes the target image size and orientation, 
which affect the tracking performance of the 2-D tracker. Large changes in target image size and 
orientation lower the tracking percentage and increase the error. 
 
The active camera control adjusts the fixed-mast pan/tilt angles for the Pancam and Navcam to 
point to the target. It uses the Visual Odometer (VO) based rover pose estimator and stereo vision 
based target position estimator to compute the desired pan and tilt angles. The rover pose and 
target position estimation errors together with pan/tilt mechanical errors determine how much the 
target image is off from the center of the next image. The target image displacement affects the 
tracking performance of the 2-D tracker. Large image displacements lower the tracking 
percentage and increase the error. 
 
Finally, the tracking performance of the 2-D tracker is described by the tracking percentage and 
error. It depends upon various experimental conditions, software algorithms, and software 
parameter settings, including the target image size and orientation change and the target image 
displacement as mentioned above. The camera view handoff error is also needed to compute the 
overall target tracking performance of the system. 
 
In our hypothetical calculations, the following baseline operational scenario is assumed. 

1. Pancam for 4 m (from 10 m to 6 m) 
2. Handoff from Pancam to Navcam 
3. Navcam for 4m (from 6 m to 2 m) 
4. Handoff from Navcam to Hazcam 
5. Hazcam for 1m (from 2 m to 1 m) 
6. Anchor rover and place instrument 

 
Further, since target tracking performance depends upon experimental conditions, important 
experimental test variables are listed here. 

• Straight flat path, straight slightly rocky path, or winding path to avoid boulders 
• Image collection interval 
• High-texture or low-texture targets 
• Lighting conditions 
• Software algorithms and configuration 
• Software parameter settings 

 
Table 3 is a hypothetical example of a simple error budget chart, comparing three experimental 
conditions: 1) straight forward motion on a flat-surface terrain, 2) straightforward motion on a 
terrain with small rocks that the rover can go over, and 3) winding or zigzag motion to avoid 
large-rock obstacles. All assumed to collect images every 20 cm. The tracking performance 
numbers in Table 3 are simply very rough approximate guesses, and actual experimental numbers 
may be quite different. However, this hypothetical calculation exercise helps to understand the 
overall system performance and experimental designs.
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Software system component 
 

Baseline operational scenario: 
1. Pancam for 4 m (from 10 m to 6 m) 
2. Handoff from Pancam to Navcam 
3. Navcam for 4m (from 6 m to 2 m) 
4. Handoff from Navcam to Hazcam 
5. Hazcam for 1m (from 2 m to 1 m) 
6. Anchor rover and place instrument 

 

Error budget for target approach 
 

Experimental test variables: 
• Image collection/process interval  
• Straight flat, rocky, or winding path 
• High-texture or low-texture targets 
• Lighting conditions 
• Software algorithms and configuration 
• Software parameter settings 

Rover locomotion/navigator Rover motion changes the target image, 
affecting the matching performance: 
• Target image size change 
• Target image roll, pitch, yaw changes 

Rover pose estimator using visual odometer 
(VO) 

VO estimation error affect active camera 
control: 
• Rover pose distance error 
• Rover pose orientation error 

Target position estimation using stereo vision 
 

Stereo vision triangulation error affects active 
camera control: 
• Target position error on image plane 

Active camera control to point the fixed-mast 
to the target (for Pancam and Navcam only; 
use active gaze control for Hazcam) 

Fixed-mast pointing errors: 
• pan/tilt encoder resolution  
• pan/tilt backlash 
• mast calibration accuracy 

2-D target tracking using a combined 
configuration of pure translation matching 
followed by affine matching 
 

The above active camera control with VO and 
stereo vision determines the target image 
displacement, which affects the tracking 
performance:  
• Tracking success percentage 
• Tracking error 
 
Effects of various experimental test variables 
on 2-D tracker tracking performance are 
described in this report. 

Camera handoff 
 

• Handoff success percentage 
• Handoff error 

 
Table 2.  Target approach software system components and their error contributions to tracking 
performance for error budget analysis.
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Terrain Flat Small rocks Large rocks 
Approach path straight straight winding 
Rover motion step size 20 cm 20 cm 20 cm or 10º 
Rover locomotion/navigator 
 Size change per frame 

 
 Pitch change 
 Yaw change 

 
2% at 10m 
10% at 2 m 

− 
− 

 
2% at 10 m 
10% at 2 m 

10º 
− 

 
2% at 10m 
10% at 2m 

10º 
10º 

VO rover pose 
 Distance error (2%) 
 Orientation error (2%) 

 
0.4 cm 

0.1º 

 
0.4 cm 

0.2º 

 
0.4 cm 

0.3º 
Target position error on image plane 1 pixel 1 pixel 1 pixel 
Pan/tilt (540:1, 16 CPR) 
 encoder resolution 
 backlash 
 mast calibration accuracy 

 
0.04º 
0.03º 
0.2º 

 
0.04º 
0.03º 
0.2º 

 
0.04º 
0.03º 
0.2º 

Overall orientation error for active 
camera control 

0.1º 0.2º 0.3º 

Target image displacement between 
frames 
 Pancam (17º FOV) 
 Navcam (45º FOV) 
 Hazcam (100º FOV) with active gaze 

 
 

6 pixels 
2.3 pixels 

1 pixel 

 
 

12 pixels 
4.6 pixels 
2 pixels 

 
 

18 pixels 
9.2 pixels 
3 pixels 

2-D target tracking and camera handoff 
(tracking percentage and error each step) 
1. Pancam for 4 m (from 10 m to 6 m) 
2. Handoff from Pancam to Navcam 
3. Navcam for 4m (from 6 m to 2 m) 
4. Handoff from Navcam to Hazcam 
5. Hazcam for 1m (from 2 m to 1 m) 
6. Anchor rover and place instrument 

 
 
  95%; 2 pixels 

1 pixel 
  95%; 3 pixels 

1.5 pixels 
  90%; 2 pixels 

1 pixel 

 
 

  90%; 3 pixels 
1 pixel 

  90%; 4 pixels 
1.5 pixels 

90%; 2.5 pixels 
1 pixel 

 
 

  85%; 4 pixels 
1 pixel 

  85%; 5 pixels 
1.5 pixels 

  85%; 3 pixels 
1 pixel 

Overall single-sol target approach and 
instrument placement 
(tracking percentage, pixel error, and 
placement error) 

 
81%; 3.0 pixels 

1σ = 2.0 cm 
3σ = 6.1 cm 

 
73%; 3.5 pixels 

1σ = 2.4 cm 
3σ =7.1 cm 

 
61%; 4.0 pixels 

1σ = 2.7 cm 
3σ = 8.1 cm 

 
Table 3.  A hypothetical example of an error budget analysis of the overall target approach 
system for three different test conditions. The numbers are very rough guesses and could be quite 
different in actual experiments. All cameras are assumed to have high-resolution 1024×768 
pixels. 
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3.3 Test Environment 
 
All experiments are performed in the Mars Yard using the Rock8 rover. The Rocky8 rover has 
Pancam and Navcam stereo cameras mounted on the masthead with pan/tilt control, while front 
and rear Hazcam stereo cameras mounted on the rover body. In the visual target tracking test, the 
rear Hazcam is not used. All cameras are firewire Dragonfly cameras of 1/3-in CCD image 
format, manufactured by Point Grey Research. Camera specifications are described in Table 4.  
 
 

 Lens manufacturer & 
focal length 

Hor. FOV × Vert. 
FOV 

CCD image 
resolution 

Stereo 
baseline 

Pancam Fujinon; 16 mm 17° × 13° 1024×768 pixels 30 cm 

Navcam Raymax; 6 mm 43.5° × 33° 1024×768 pixels 20 cm 

Hazcam Computar; 2.3 mm 113° × 86° 640×480 pixels 8.3 cm 
Table 4. Camera specifications of the Rocky8 rover 

 
 
A Leica TCRA 1103 total station is used to define the rove reference frame using prism targets 
and measure positions of reflective tape targets attached on the calibration target board and 
bricks. The metrology accuracy of the total station is 2 mm for manual tracking and 3 mm for 
automatic tracking (automatic target recognition).  
 
A calibration target board with 10×10 dots is used for camera and mast calibration. It has three 
reflective tape targets at three corners of the target board. The target board is mounted on a target 
stand. The target stand is used to facilitate positioning the calibration target board, which can be 
raised or lowered at different tilt angles. 
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4.  Total Station Metrology 
 
4.1 Prism Position Data Refinement 
 
We need to measure the initial rover pose to best accuracy because all subsequent measurements 
will be done relative to the initial pose. A 1-cm measurement error over a 60-cm span is about 1º 
error in initial heading, which translates to 17 cm error over 10 m. 
 
Here is an example of the current POSE.DAT for Rocky8. 

Prism0: -0.35083, -0.41714, -1.02376  // tall left 
Prism1: -0.35083, 0.41714, -0.76550  // mid right 
Prism2: 0.07754, 0.417141, -0.57768  // short right 
Prism3: 0.07754, -0.417141, -0.57768  // short left 

 
The heights of the tall, medium, and short sticks are accurately measured 502.5 mm, 252.0 mm, 
and 60.21 mm, respectively. The current POSE.DAT has about 4 mm error in terms of the height 
difference between tall and short prisms as compared to the accurate height measurements. 
Therefore we would like to refine the POSE.DAT position values. 
 
To refine POSE.DAT, first pace the rover on the flat surface and run the “galt” program that 
defines the rover pose reference frame by the least-squares method. The program additionally 
prints out the least-squares solution of the prism positions which are slightly different from the 
original POSE.DAT. The refinement process is devised to try to reduce the differences, hopefully 
within 2 or 3 mm range.  Here are iterative refinement rules to update the POSE.DAT. 

− The x coordinates of the two short prisms are the same so that the y-axis of the rover pose 
reference frame is parallel to the line connecting the two short prisms. 

o X_prism2_new = X_prism3_new = (X_prism2 + X_prism3)/2 
− The y coordinates of the two short prisms have same magnitude of opposite sign so that 

the x-axis of the rover reference frame passes through the center of the two short prisms. 
o Y_prism2_new = (Y_prism2 - Y_prism3)/2 
o Y_prism3_new = -Y_prism2_new 

− The z coordinates of the two short prisms are the same. 
o Z_prism2_new = Z_prism3_new = = (Z_prism2 + Z_prism3)/2 

− The height difference between the tall and short prisms is accurately 442.29 mm. 
o Z_prism0_new = Z_prism2_new + 0.44229 

− The height difference between the mid and short prisms is accurately 191.79 mm. 
o Z_prism1_new = Z_prism2_new + 0.19179 

− [Optional] The x coordinates of the tall and middle prisms are the same. 
o X_prism0_new = X_prism1_new = (X_prism0 + X_prism1)/2 

−  [Optional] The y coordinates of the tall and middle prisms have the same magnitude of 
opposite sign. 

o Y_prism1_new = (Y_prism1 - Y_prism0)/2 
o Y_prism0_new = -Y_prism1_new 

 
The last two rules can be applied if and only if the tall and medium prism sticks happen to be 
accurately upright.  Continue the refinement until the error no longer reduces.  Repeat the above 
refinement process by placing the total station at a different location. 
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4.2 Prism Position Repeatability 
 
Place the rover on a flat surface. Measure the position of the prism locked on top of the tall stick 
by using a total station for every 1/4 turn of the stick. To turn the stick, you need to loosen and 
tighten the screw at the bottom of the stick. Repeat the process to get a total of 5 measurements 
for each quarter-turn orientation. Compute the mean for each orientation. 
 
 
 

Total station measurements of the tall prism position Iteration # 0º turn 90º turn 180º turn 270º turn 
1     
2     
3     
4     
5     

Mean:     
 
 
 
 
4.3 Rover Pose Reference Frame Precision 
 
Place the rover on a flat surface in the Mars Yard. Also place two bricks at two different 
locations. Reflective tapes are attached on the four corners of each brick for total station 
metrology. 
 
Run the ‘galt’ program to define the rover pose reference frame and measure the reflective tape 
positions of the two bricks using a total station at five different positions. 
 

Total station metrology data index Total station position Brick#1 Brick#2 
1   
2   
3   
4   
5   
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5. Mast Pan/Tilt Positioning 
 
5.1 Mast Pan/Tilt Zero-Positioning Accuracy 

 
The Rocky8 mast uses potentiometers for absolute joint angle readings. However, due to the pot 
reading drift problem, the joint reading accuracy is currently poor. To overcome this problem, we 
attached visual alignment markings at both pan and tilt joints for initial zero positioning. The user 
manually aligns the visual alignment markings as zero joint angle positions by back-driving the 
motors before turning on the system. To measure the zero-positioning accuracy of the visual 
alignment marking method, a system operator moves the mast pan/tilt to new positions and then 
asks a user (experimental subject) to check the alignment markings and request the system 
operator to move pan/tilt little by little until the user says the alignment markings are visually 
aligned. Record the actual pan/tilt angles by encoder readings. Also capture Pancam and Navcam 
images of the calibration target that is placed about 10 m away from the rover. Measure the 
calibration target position using a total station. 
 
 

 image 
file 
prefix 

camera 
type &  
number 

pan/tilt 
move (radians) 

Pan angle actual 
(radians); visual 
zero positioning 

Tilt angle actual 
(radians); visual 
zero positioning 

acc- pan0 0.0, 0.0   
 nav0    
     
 pan1 0.0114, -0.0095   
 nav1    
     
 pan2 -0.0157, 0.0114   
 nav2    
     
 pan3 0.0219, -0.0157   
 nav3    
     
 pan4 -0.0095, 0.0219   
 nav4    
     

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Metrology file name: _____________________ 
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5.2. Mast Pan/Tilt Positioning Repeatability 
 
Command the mast pan and tilt joints to move back to the zero position from several different 
initial positions. After each move-to-zero-position command, record the actual joint angles 
computed from encoder measurements and save the Pancam and Navcam images of the 
calibration target.  
 
 image 

file 
prefix 

camera 
type &  
number 

pan/tilt 
1st move 
(radians) 

pan/tilt 
2nd move 
(radians) 

Pan angle 
actual 
(radians) 

Tilt angle 
actual 
(radians) 

rep- pan0 0.0,0.0 −   
 nav0     
      
 pan1 0.5, 0.5 0.0, 0.0   
 nav1     
      
 pan2 -0.5, -0.5 0.0, 0.0   
 nav2     
      
 pan3 1.0, 1.0 0.0, 0.0   
 nav3     
      
 pan4 -1.0, -1.0 0.0, 0.0   
 nav4     
      
 pan5 0.02, 0.02 −   
 nav5     
      
 pan6 0.0, 0.0 −   
 nav6     
      
 pan7 -0.02, -0.02 −   
 nav7     
      
 pan8 0.0, 0.0 −   
 nav8     
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5.3 Mast Pan/Tilt Positioning Control Resolution 
 
Command the mast pan and tilt joints to move by a tiny increment of 0.0005 radians (0.029º) 
from -0.004 to 0.004 radians. Record the actual joint angle readings and save Pancam images. 
 
 

image 
file 
prefix 

camera 
type &  
number 

pan/tilt move 
(radians) 

Pan angle actual 
(radians) 

Tilt angle actual 
(radians) 

res- pan0 -0.004, -0.004   
 pan1 -0.0035, -0.0035   
 pan2 -0.003, -0.003   
 pan3 -0.0025, -0.0025   
 pan4 -0.002, -0.002   
 pan5 -0.0015, -0.0015   
 pan6 -0.001, -0.001   
 pan7 -0.0005, -0.0005   
 pan8 0.0, 0.0   
 pan9 0.0005, 0.0005   
 pan10 0.001, 0.001   
 pan11 0.0015, 0.0015   
 pan12 0.002, 0.002   
 pan13 0.0025, 0.0025   
 pan14 0.003, 0.003   
 pan15 0.0035, 0.0035   
 pan16 0.004, 0.004   
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6. Mast and Body Camera Calibration 
 
Move the calibration target board at eight different positions. For each target position, capture left 
and right camera images of the calibration target board and measure its three reflective tape 
positions using a total station, which are used to compute the four corner dot positions of the 
calibration target. For Pancam and Navcam calibrations, write down the pan and tilt angles. Run 
‘acaldots’ and ‘ccaladj’ camera calibration programs to obtain the CAHVOR/CAHVORE camera 
models. The ‘acaldots’ is a new, automated version of the earlier interactive ‘ccaldots’ program. 
 
6.1 Pancam Camera Calibration 

Mast pan and tilt angles: _____________________ 
 

Image file prefix Camera type & 
number 

Calibration target 
position number 

Metrology  

ccal- pan1 target1  
 pan2 target2  
 pan3 target3  
 pan4 target4  
 pan5 target5  
 pan6 target6  
 pan7 target7  
 pan8 target8  

 
 
 
 
 
 
 
 
 
 
 
6.2 Navcam Camera Calibration 

Mast pan and tilt angles: _____________________ 
 

Image file prefix Camera type & 
number 

Calibration target 
position number 

Metrology 

ccal- nav1 target1  
 nav2 target2  
 nav3 target3  
 nav4 target4  
 nav5 target5  
 nav6 target6  
 nav7 target7  
 nav8 target8  

 
6.3 Hazcam Camera Calibration 
 

Image file prefix Camera type & 
number 

Calibration target 
position number 

Metrology  

ccal- haz1 target1  
 haz2 target2  
 haz3 target3  
 haz4 target4  
 haz5 target5  
 haz6 target6  
 haz7 target7  
 haz8 target8  
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6.4 Stereo Camera Error Ellipsoids 
 
To compare the stereo 3-D range data to the true 3-D position data, we use bricks on which small 
reflective tapes are attached at the four corners of each brick. Place bricks at different locations 
from about 1 m to 10 m in front of the camera mast. Change the tilt angle from -0.1 to -1.0 
radians while keeping the pan angle to 0 radians. For each tilt angle, capture Pancam and Navcam 
images and measure actual joint angles. Also measure four reflective tape positions of each brick 
using a total station. Run stereo error analysis Matlab codes to compute the error ellipsoids as a 
function of the object distance from the camera. 
 
 

Brick images at different tilt angles
image file 
prefix 

camera 
type &  
number 

pan/tilt 
approx. 
(radians) 

Pan angle actual 
(radians) 

Tilt angle actual 
(radians) 

br-p0- pan1 0.0, -0.1   
 nav1    
 haz1 N/A   
     
 pan2 0.0, -0.2   
 nav2    
     
 pan3 0.0, -0.3   
 nav3    
     
 pan4 0.0, -0.4   
 nav4    
     
 pan5 0.0, -0.5   
 nav5    
     
 pan6 0.0, -0.6   
 nav6    
     
 pan7 0.0, -0.7   
 nav7    
     
 pan8 0.0, -0.8   
 nav8    
     
 pan9 0.0, -0.9   
 nav9    
     
 pan10 0.0, -1.0   
 nav10    
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Brick metrology data 
 
 Brick number Metrology 

0  
1  
2  
3  
4  
5  
6  
7  
8  
9  

10  
11  
12  
13  
14  
15  
16  
17  
18  
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7. Mast Calibration 
 

Move the calibration target board at several different positions. For each target position, set the 
mast pan and tilt angles, capture Pancam and/or Navcam camera images of the calibration target, 
and measure the calibration target position using a total station. Record the actual pan and tilt 
angles. Run the ‘mastcal’ Matlab code to determine the mast calibration parameters as well as 
transformed camera models relative to the camera masthead. Investigate what is a reasonably 
sufficient set of target positions. 
 
 

image 
file 
prefix 

camera 
type &  
number 

Target 
position 

pan/tilt 
approx. 
(radians) 

Pan angle 
actual 
(radians) 

Tilt angle 
actual 
(radians) 

Metrology 
 

mcal- pan1 5m center 0.0, -0.1    
 nav1  0.0, -0.2    
       
 pan2 5m left -1.0, -0.1    
 nav2  -1.0, -0.2    
       
 pan3 5m right 0.8, -0.1    
 nav3  0.8, -0.2    
       
 pan4 10m center 0.0, -0.1    
       
 pan5 10m left -0.8, -0.1    
       
 pan6 10m right 0.8, -0.1    
       
 nav4 3m center 0.0, -0.2    
       
 nav5 3m left -0.8, -0.2    
       
 nav6 3m right 0.8, -0.2    
       
 nav7 2m center 0.0, -0.5    
       
 nav8 2m left -0.8, -0.5    
       
 nav9 2m right 0.8, -0.5    
       
 nav10 1m center 0.0, -0.8    
       
 nav11 1m left -0.8,-0.8    
       
 nav12 1m right 0.8,-0.8    
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8. Purely Geometric Camera Handoff with 2-D Refinement 
 
We investigate two types of camera handoff: 1) Pancam to Navcam and 2) Navcam to Hazcam. 
Since the minimum stereo range for the Pancam is about 5 m, Pancam-to-Navcam handoff is 
anticipated to take place at about 6 m away from the mast cameras. Since the Hazcam images of 
the objects beyond 3 m away tend to be poor, Navcam-to-Hazcam handoff is anticipated to occur 
at about 2 m away from the Hazcam. Take both brick images and natural rock images. Measure 
brick positions with a total station. Examine the camera handoff pixel errors. Also come up with a 
camera handoff error model by using stereo error ellipsoids and compare with actual 
experimental data. 
 
8.1 Pancam to Navcam Camera Handoff (at about 6 m) 
 

 Brick images (one brick per mast pointing)

image file 
prefix 

camera 
type &  
number 

pan/tilt 
approx. 
(radians) 

Pan angle 
actual 
(radians) 

Tilt angle 
actual 
(radians) 

Brick number/ 
Metrology 
 

p2n-br- pan1 -1.1, -0.3    
 nav1     
      
 pan2 -0.7, -0.2    
 nav2     
      
 pan3 -0.5, -0.2    
 nav3     
      
 pan4 -0.3, -0.2    
 nav4     
      
 pan5 -0.1, -0.2    
 nav5     
      
 pan6 0.1, -0.2    
 nav6     
      
 pan7 0.1, -0.15    
 nav7     
      
 pan8 0.4,-0.2    
 nav8     
      
 pan9 0.8, -0.2    
 nav9     
      
 pan10 1.1, -0.2    
 nav10     
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Rock images 

 
image file 
prefix 

camera 
type &  
number 

pan/tilt 
approx. 
(radians) 

p2n-rock- pan1 -1.1, -0.3 
 nav1  
   
 pan2 -0.7, -0.2 
 nav2  
   
 pan3 -0.5, -0.2 
 nav3  
   
 pan4 -0.3, -0.2 
 nav4  
   
 pan5 -0.1, -0.2 
 nav5  
   
 pan6 0.1, -0.2 
 nav6  
   
 pan7 0.1, -0.15 
 nav7  
   
 pan8 0.4,-0.2 
 nav8  
   
 pan9 0.8, -0.2 
 nav9  
   
 pan10 1.1, -0.2 
 nav10  
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8.2 Navcam to Hazcam Camera Handoff (at about 2 m) 
 
 

Brick images (multiple bricks per mast pointing) 
 

image file 
prefix 

camera 
type &  
number 

pan/tilt 
approx. 
(radians) 

n2h-br- haz1 0.0, -0.9 
 nav1  
   
 nav2 -0.6, -0.8 
   
 nav3 -0.3, -0.8 
   
 nav4 0.0, -0.8 
   
 nav5 0.3, -0.8 
   
 nav6 0.6, -0.8 
   
 nav7 -0.6, -1.0 
   
 nav8 -0.3, -1.0 
   
 nav9 0.0, -1.0 
   
 nav10 0.3, -1.0 
   
 nav11 0.6, -1.0 
   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Brick metrology data 

 Brick number Metrology 
1  
2  
3  
4  
5  
6  
7  
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Rock images 
 image file 

prefix 
camera 
type &  
number 

pan/tilt 
approx. 
(radians) 

n2h-br- haz1 0.0, -0.9 
 nav1  
   
 nav2 -0.6, -0.8 
   
 nav3 -0.3, -0.8 
   
 nav4 0.0, -0.8 
   
 nav5 0.3, -0.8 
   
 nav6 0.6, -0.8 
   
 nav7 -0.6, -1.0 
   
 nav8 -0.3, -1.0 
   
 nav9 0.0, -1.0 
   
 nav10 0.3, -1.0 
   
 nav11 0.6, -1.0 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
8.3     Sensitivity to Camera Calibration Error 
 
Examine the effect of the camera calibration error on the camera handoff pixel error. 
 
8.4     2-D Refinement Using Scaled Template Image 
 
Small pixel errors of the purely geometric camera handoff need to be corrected by 2-D image 
matching. This requires creation of a new template image for the second camera from the 
template image of the first camera. In the first approach, an appropriate template image for the 
second camera is generated by image scaling only to reflect the change in the field of view angle 
between two cameras. Run normalized cross-correlation and affine matching by using this 
template image, and examine the 2-D refinement performance for both Pancam-to-Navcam and 
Navcam-to-Hazcam camera handoff. 
 
8.5. 2-D Refinement Using Warped Template Image through Camera Models 
 
In the second approach, a more accurate template image for the second camera is created by 
considering the full camera models together with camera view angle change. Run normalized 
cross-correlation and affine matching by using this template image, and examine the 2-D 
refinement performance for both Pancam-to-Navcam and Navcam-to-Hazcam camera handoff. 
Compare the performance between the two template image creation methods.  
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9.  Target Tracking along Straight Approach Paths on Flat Surface 
 
If the system is fully functional, we will try the entire visual tracking run from 10 m to 1 m 
towards the target. The baseline operational scenario is: 

1. Pancam for 4 m (from 10 m to 6 m) 
2. Handoff from Pancam to Navcam 
3. Navcam for 4m (from 6 m to 2 m) 
4. Handoff from Navcam to Hazcam 
5. Hazcam for 1m (from 2 m to 1 m) 

 
However, if some functionalities are not available, we will initially try portions of the baseline 
operational scenario.  
 
9.1   Rover Navigator with Linear and Percent Change Step Sizes 
 
We will test both linear and percent change steps for target tracking interval. For linear steps, we 
will try three different linear step sizes of 0.25 m, 0.5 m and 1 m for the entire visual tracking run 
from 10 m to 1 m towards the target. We may, however, need to consider performing visual 
odometry more often, for instance, every 0.25 m if needed. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Step # Target 
Distance (m) 

0 10.00 
1 9.75 
2 9.50 
3 9.25 
4 9.00 
5 8.75 
6 8.50 
7 8.25 
8 8.00 
9 7.75 
10 7.50 
11 7.25 
12 7.00 
. . 
. . 
. . 

25 3.75 
26 3.50 
27 3.25 
28 3.00 
29 2.75 
30 2.50 
31 2.25 
32 2.00 
33 1.75 
34 1.50 
35 1.25 
36 1.00 

Step # Target 
Distance (m) 

0 10.00 
1 9.50 
2 9.00 
3 8.50 
4 8.00 
5 7.50 
6 7.00 
7 6.50 
8 6.00 
9 5.50 
10 5.00 
11 4.50 
12 4.00 
13 3.50 
14 3.00 
15 2.50 
16 2.00 
17 1.50 
18 1.00 

Step # Target 
Distance (m) 

0 10.00 
1 9.00 
2 8.00 
3 7.00 
4 6.00 
5 5.00 
6 4.00 
7 3.00 
8 2.00 
9 1.00 
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For percent-change step size, we will try two different step sizes of 10% and 20% step size 
change for the entire visual tracking run from 10 m to 1 m towards the target. 
 
 

 
 
 
  
 

Step # Target 
Distance (m) Delta 

0 10.000  
1 9.000 1.000 
2 8.100 0.900 
3 7.290 0.810 
4 6.561 0.729 
5 5.905 0.656 
6 5.314 0.590 
7 4.783 0.531 
8 4.305 0.478 
9 3.874 0.430 
10 3.487 0.387 
11 3.138 0.349 
12 2.824 0.314 
13 2.542 0.282 
14 2.288 0.254 
15 2.059 0.229 
16 1.853 0.206 
17 1.668 0.185 
18 1.501 0.167 
19 1.351 0.150 
20 1.216 0.135 
21 1.094 0.122 
22 0.985 0.109 

Step # Target 
Distance (m) Delta 

0 10.000  
1 8.000 2.000 
2 6.400 1.600 
3 5.120 1.280 
4 4.096 1.024 
5 3.277 0.819 
6 2.621 0.655 
7 2.097 0.524 
8 1.678 0.419 
9 1.342 0.336 
10 1.074 0.268 
11 0.859 0.215 
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9.2   Pose Estimator 
 
The Rocky8 pose estimator estimates the rover pose based on wheel odometry, IMU (inertial 
measurement unit), and visual odometry. This rover pose estimate is used to point the mast 
camera towards the target. Thus it is important to have sufficiently good rover pose estimation. 
 
In order to investigate the fidelity of the rover pose estimator, we measure the rover pose at each 
step of the tracking run using a total station. The ‘galt’ program automatically tracks the tall 
prism during the rover motion. When the rover stops, it automatically measures three prism 
positions by using the auto tracking capability of the total station and records the rover pose. 
 
We evaluate the Rocky8 visual odometry pose estimator by comparing its estimation with the 
measured rover pose via automated total station metrology. It should, however, be noted that we 
need to take into account the inaccuracy of the total station metrology as well. 
 
 
9.3   Stereo Localization 
 
In addition to the pose estimator, the 2D/3D visual target tracker uses the stereo triangulation 
based target localization to point the mast camera towards the target. 
 
The test plan to evaluate the stereo localization error is described in Section 6.4 Stereo camera 
Error Ellipsoid. As a sanity check, we compare the target position estimate determined by stereo 
triangulation with the target position computed relative to the rover pose measured by a total 
station. Here, we need to take into account the inaccuracy of the total station metrology.  
  
 
9.4   Mast Pan/Tilt Pointing 
 
In actual tracking runs, the mast pointing accuracy depends upon both the pose estimator and 
stereo localization errors. If we run tracking to a next step with zero rover motion, we eliminate 
the rover pose error. Select an initial target at several different image positions. Then run the 
tracker one step with zero rover motion. After the mast camera completes the new pointing, save 
the new mast image and measure the discrepancy of the target image position from the image 
center. Ideally, the target image position should be at the center of the image (512, 384) for the 
high-resolution 1024x760 pixels image. Test at two or three different initial tilt angles to examine 
different initial target distances. Test both Pancam and Navcam cameras. 
 
Also examine normal tracking runs with non-zero rover motion. Statistically, the discrepancy of 
the target image position from the image center will be larger than the zero-rover motion case due 
to the pose estimator error. 
 
 
9.5   Normalized Cross-Correlation 
 
Investigate the tracking reliability and error of the normalized cross-correlation from the actual 
tracking runs under baseline operational scenario. Also conduct simulated tracking runs with the 
image sets of actual tracking runs. Try different targets and image skips. Determine which kind of 
the step size is better for normalized cross-correlation: linear or percent-change. Also determine 
what the reasonable range of the step size is for the normalized cross-correlation. If it lost a 
target, investigate why it lost and how to avoid or detect target loss reliably. 
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9.6   Scale and Affine Tracking 
 
Extensive experimental results can be found in the 2-D Target Tracking Technology Validation 
Report (Kim, Steinke, Steele, JPL D-28523, April 2004). 
 
Investigate the tracking reliability and error of the scale and affine tracking from the actual 
tracking runs under the baseline operational scenario. Also conduct off-line simulated tracking 
runs with the image sets of actual tracking runs. Try different targets and image skips. Determine 
which kind of the step size is better for scale and affine tracking: linear or percent-change. Also 
determine what the reasonable range of the step size is for scale and affine tracking. If a target is 
lost, investigate why it is lost and how to avoid or detect target loss reliably. 
 
 
9.7   Pancam-to-Navcam Camera Handoff 
 
Test plan for Pancam to Navcam Camera Handoff is described in Sections 8.1, 8.3, 8.4, and 8.5.  
 
Examine the handoff errors for the tracking runs under the baseline operational scenario to see if 
the data agree with the earlier results. 
 
 
 
9.8   Navcam-to-Hazcam Camera Handoff 
 
Test plan for Navcam to Hazcam Camera Handoff is described in Section 8.2, 8.3, 8.4, and 8.5. 
 
Examine the handoff errors for the tracking runs under the baseline operational scenario to see if 
the data agree with the earlier results. 
 
 
 
9.9   Hazcam Tracking without Active Camera Control 
 
Since the Hazcam is fixed to the body, active camera control is not possible unlike mast cameras. 
For Hazcam tracking, the expected new target position in the next image must be computed based 
on the rover pose estimation and the camera model. This initial seed position is used for 2-D 
template image matching. 
 
We examine the tracking reliability, initial error of the computed initial target image position, and 
the tracking error after 2-D template matching. 
 
 
9.10   Overall Tracking Performance 
 
After determining the tracking reliability and error for each component as described above, 
compute the overall tracking reliability and error. Determine which kind of the step size is better 
for the overall tracking system: linear or percent-change. Also determine what the reasonable 
range of the step size is for the overall tracking system. Examine whether the base operational 
scenario of doing two camera handoff operations is the best approach. If not, what is the best 
strategy? What are good criteria for reliable target loss detection? 
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10.  Target Tracking along Straight Approach Paths on Surface with Small Rocks 
 
The test plan for this is identical to the previous one. The only difference is that this time the 
rover traverses on a slightly rocky surface rather than on a flat surface. All the rocks are small 
enough for the rover to cross over. The rocky surface may affect the pose estimation accuracy, 
which may in turn affect the tracking performance. 
 
 
11.  Target Tracking along Winding Approach Paths on Surface with Large Rocks 
 
The test for this is also identical to the two previous ones except for the approach path. Assuming 
there are boulders for the rover to around, we use winding or zigzagging arc paths. The winding 
path may affect the pose estimation accuracy, which may in turn affect the tracking performance. 
 
 
12.  Target Tracking with Straight-to-the-target Path 
 
So far the rover locomotion path is pre-defined for the experiments. In real applications, the rover 
locomotion path must be generated automatically as it approaches the target. It could be a simple 
straight-to-the-target path by assuming there are no obstacles, or more complex navigation with 
hazard avoidance. When available, we will test this capability. The test is very similar to the 
previous ones. 
 
 
13.  Target Tracking with Hazard Avoidance Navigation 
 
An alternative to the straight-to-the-target path is to use a rover navigator with hazard avoidance 
(e.g., GESTALT or MORPHIN). When available, we will test this capability. 
 
 
14.  Target Tracking using MER Images 
 
MER (Mars Exploration Rover) Navcam and Hazcam images of short step size will be 
downloaded and tested by simulated tracking runs. Since there was no active camera control for 
MER Navcam images, the test procedure for Navcam tracking test is the same as the one for 
Hazcam tracking (See Section 9.9).  
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