Configuring CLARAty Outside JPL
This document explains the latest changes in setting up the CLARAty environment for checking out the source code, compiling and running it. Note that a new feature has been implemented. Now external users have an option of locally downloading the entire collection of 3rd party packages (i.e. external libraries and packages that are used in CLARAty), here referred to as “externals”. Even though this will result in downloading a significant amount of data (about 220MB) into a local directory of the user’s choice, the important benefit is that consequent work with CLARAty will be significantly faster. The user can specify an AFS directory as the destination for downloading. This feature also lends itself well to creating and keeping a mirror of CLARAty externals up to date (e.g. via a simple “cron job”).
Below is the detailed procedure for setting up CLARAty environment. This is essentially a more in-depth explanation of the instructions on the CLARAty website.

1. Opening a new terminal window is highly recommended

2. Make sure you are running tcsh
3. klog to get access to /afs/jpl.nasa.gov/group/claraty directory

4. source /afs/jpl.nasa.gov/group/claraty/YaM-Configs/SOURCEME-CLARAty-<site>
At this point the user is prompted for the directory of externals. Enter an existing local directory of your choice (using absolute path, e.g. /home/username/claraty) or specify the path to the AFS mirror where the externals are supposed to be stored
. Otherwise, simply press Enter to use the current directory. A subdirectory “pkgs” will be created, and all externals will be placed there. The location of externals will be recorded in the environment variable $YAM_LOCAL_PKG_DIR. At any time, feel free to press Ctrl+C to exit the setup, open a new terminal window (or otherwise reset the environment variables) and start over. 

The following prompt asks the user whether they wish to download the externals. If the directory specified in the previous step already contains the latest version of externals, there is no need to update, so press ‘n’. Otherwise, press ‘y’. Note that it takes awhile to download the externals for the first time (i.e. if the destination directory is empty). Subsequently, the process takes a lot quicker: the directory tree is simply scanned and compared with the JPL AFS, and the differences are updated.
The next and final prompt informs the user of the option to make the destination directory an exact copy of JPL AFS externals directory. In this case, any files present locally that are not in JPL’s AFS directory will be removed. This is useful to “clean-up” any old files that are no longer part of the externals. The extraneous files will be removed only if the user presses ‘y’ in this prompt. After this step, the updating of externals will begin.
After the update is complete, the instructions from the CLARAty can be used in the same manner as before. In particular “cyam-setup –d <sandbox>” will create and empty sandbox. To add modules, simply “cd <sandbox>”, then “cyam-config –add <module>”. To build the entire sandbox, “gmake all” within the <sandbox> directory.
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� If your institution sets up a permanent AFS mirror of CLARAty externals, let us know (mpivtora@robotics.jpl.nasa.gov) if you would like the setup script modified to default to that AFS directory.





